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Abstract— Concerns have been expressed over Internet of Things (IoT) devices' 
growing prevalence and susceptibility to cyberattacks, namely Man-in-the-Middle 
(MitM) assaults. The performance of selected machine learning algorithms: Logistic 
Regression, Decision Trees, and K-Nearest Neighbors were analyzed and compared 
using accuracy, precision, recall, F1-score, and error rate using a dataset comprising 
normal and attacked data sets from Kaggle. According to the research findings, the 
Decision Tree algorithm outperformed other selected algorithms in terms of MitM 
attack prediction accuracy of 99.42% and a good balance between precision, F1-
score, and recall, with the lowest error rate of 0. 0058. The results of the study 
improve the security and reliability of IoT applications by aiding in the creation of 
efficient MitM attack prediction systems for IoT environments. The findings also 
emphasize how crucial it is to choose the best machine-learning algorithm for a 
given IoT security task. Investigating the use of transfer other techniques in MitM 
attack detection for IoT contexts is one area of future research. 
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1. Introduction 
The Internet of Things (IoT) permits 
seamless communications, from smart 
household appliances to industrial 
machines enabling them to communicate 
and interact with each other over the 
internet. According to (Alexander, 2024), 
the Internet of Things (IoT) is a system of 
intelligent things that includes sensors, 
actuators, programmable central 
microcontrollers, and other processors 
that may be wirelessly connected to 
routers and gateways. The core of IoT 
networks are sensors, which are in charge 
of monitoring and collecting data on 
changes in the physical environment, 
such as temperature, motion, humidity, 
and pressure, and convert the detected 
changes into a format that can be 
understood and processed by the 
microcontroller or processor, transmitting 
the data in either digital or analog signals, 
enabling the IoT network to make 
decisions and operate efficiently. The 
microcontrollers or processors utilized in 
both embedded systems and various 
applications and IoT networks are 
designed to be efficient and are often 
battery-powered, which also form the 
core of the network, are typically battery-
powered and resource-constrained in 
terms of power consumption, Random 
Access Memory (RAM), and Read-Only 
Memory (ROM). These resource 
constraints require efficient processing, 
memory management, and power 
optimization to ensure reliable 
performance and extended battery life in 
IoT devices (Aeris, 2024). This network 
is made up of various connected "things" 
including devices like networked 
household devices, portable technology, 
and networked vehicles, all of which 

communicate with each other and with 
centralized systems to automate and 
streamline processes. 
When a felonious individual places himself 
in the center of a discussion between a user 
and an application, either to eavesdrop or to 
pretend to be one of the parties, creating the 
impression that a legitimate information 
exchange is taking place, this is known as a 
man-in-the-middle (MiTM)  
In the situation of a Man-in-the-Middle 
attack, the message communicated between 
two devices is forwarded through a rogue 
harmful gadget controlled by the attacker. In 
the field of cybersecurity, detecting and 
preventing MiTM attacks has become a top 
priority. As these attacks continue to 
jeopardize the confidentiality, integrity, and 
availability of sensitive information, the need 
for a dependable detection system has grown. 
To identify MiTM attacks, an Intrusion 
Detection System (IDS) is been developed 
and implemented. An intrusion detection 
system (IDS) is a type of security system that 
monitors network traffic to identify and stop 
hostile or unauthorized activity. The primary 
purpose of an IDS is to monitor network 
traffic and system activities to identify 
potential threats or intrusions. (Zeeshan, 
2020). 
A common attack on IoT networks is the 
Man-in-the-Middle (MitM) attack. However, 
traditional preventive measure approaches 
such as encryption, to tackle MitM attacks 
which are effective in IT networks, are not 
ideal for IoT devices resulting from their 
limited resources and battery-powered 
operation. Although encryption can enhance 
security, it also drains battery life and 
increases computational performance 
overhead on microcontrollers (MCUs). This 
results in the direct application of IT network 
security measures to IoT systems is often not 
feasible. To overcome this challenge, 
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machine learning models have been 
created to detect and recognize threats 
based on data patterns and sensor records 
within IoT networks (Xiao et al., 2018).  
Machine learning is a subdivision of 
artificial intelligence that emphasizes data 
analysis and pattern recognition utilizing 
computer algorithms, statistical analysis, 
and computational analysis to mimic 
human learning and ultimately improve 
accuracy (IBM, 2020). Machine learning 
enables computers to study and develop 
automatically based on experience 
without the need for explicit 
programming. The learning phase begins 
with data observation, followed by 
analysis, pattern discovery, and 
prediction based on the information 
gained from data training.  
A subset of machine learning known as 
supervised machine learning involves 
using a labeled training dataset to build a 
model that an algorithm subsequently 
uses to generate predictions. As a result, 
in general, the goal is to learn a mapping 
between input data and output labels 
presence, so the algorithm can be 
developed and is capable of making 
correct predictions. 
According to a report (Statista, 2022), the 
IoT landscape will grow by 2025, it is 
projected that the number of devices 
linked to the internet will expand to 30.9 
billion, highlighting a rapid adoption and 
combination of IoT technology across 
different sectors and applications. The 
security of IoT networks remains a 
neglected concern, even as they become 
increasingly prevalent. The resource-
constrained nature of the microcontrollers 
and processors that power these networks, 
due to their battery-powered design and 
limited task functionality, poses 
significant challenges to implementing 

effective security solutions, thereby leaving 
IoT networks vulnerable to exploitation. Due 
to the resource constraints and battery-
powered nature of IoT devices, minimizing 
power consumption and prolonging battery 
life are top priorities in IoT application 
design. Consequently, IoT chip 
manufacturers focus on developing smaller, 
faster, and more power-efficient chips that 
consume minimal current, thereby extending 
battery life and reducing power costs. 
According to (Zhang et al, 2018), IoT devices 
and networks are vulnerable to a range of 
attacks, including jamming, spoofing, and 
exploitation of vulnerabilities, which may 
pose a threat to the security of the network 
and allow unauthorized access. These attacks 
pose significant risks to the confidentiality 
and integrity of IoT systems, highlighting the 
importance of implementing strong security 
processes to protect against such threats. A 
common attack on IoT networks is the Man-
in-the-Middle (MitM) attack. However, 
traditional preventive measure approaches 
such as encryption, to tackle MitM attacks 
which are effective in IT networks, are not 
ideal for IoT devices resulting from their 
limited resources and battery-powered 
operation. Although encryption can enhance 
security, it also drains battery life and 
increases computational performance 
overhead on microcontrollers (MCUs). This 
results in the direct application of IT network 
security measures to IoT systems is often not 
feasible. To overcome this challenge, 
machine learning models have been created 
to detect and recognize threats based on data 
patterns and sensor records within IoT 
networks (Xiao et al., 2018). Although the 
authors (Kiran et al, 2020) used an IoT 
testbed to simulate MitM attacks and used the 
data to train different machine learning 
algorithms to detect the IoT network data 
behavior based on cyber-attacks. However, 

http://journals.covenantuniversity.edu.ng/index.php/cjict


  CJICT (2024) 12(2) 1-
 

URL: http://journals.covenantuniversity.edu.ng/index.php/cjict 
4 

 

 

their study only compared ML algorithm 
performance and identified the best one 
for detecting attacked sensor records in 
the network. However, (Kiran et al, 2020) 
took a limited approach, using only a 
single sensor and a small-scale dataset 
comprising of 480 records for training, 
testing, and evaluation of multiple 
machine learning frameworks. 
To achieve highly accurate predictions 
and robust ML models, use an extensive 
training dataset, a high-quality dataset 
with clear and diverse data. As a general 
guideline, the quantity and quality of 
training data directly impact the 
performance of ML models, with more 
comprehensive datasets yielding better 
results. Hence, the research questions that 
guides this study are: 
i Can the machine learning 
approach effectively detect MiTM attacks 
in IoT networks? 
ii. What is the best machine learning 
technique for identifying MiTM attacks 
in IoT systems using network data 
patterns? 
Designing a machine learning-based 
MiTM attack prediction model in IoT 
networks lies in the urgent need to discuss 
the security concerns posed by the 
extensive utilization of IoT devices and 
the increasing sophistication of cyber 
threats. By utilizing machine learning 
technologies, researchers aim to develop 
proactive, adaptive, and effective security 
solutions that maintain the 
trustworthiness of IoT networks in the 
face of growing threats. 
This research aimed at the careful 
selection of a suitable supervised machine 
learning approach for the prediction of 
Man-in-the-Middle (MiTM)attacks in 
IoT networks using a comprehensive 
dataset. 

The specific objectives of this study include: 
i. To design an MITM attack prediction 

system 
ii. To determine the optimal approach for 

identifying and preventing MiTM 
attacks in real-time in order to cut 
down the swift increase in MiTM 
attacks to a minimal level 

iii. To safeguard the concern and 
confidentiality of users while 
navigating around the Internet of 
Things (IoT) Environment. 

   
2. Methodology 
A selected Machine learning algorithms were 
used to carry out this research. The phases 
taken to implement this are: 
1. Dataset collection: The dataset, 

obtained from the Kaggle dataset 
Network 
(https://www.kaggle.com/datasets/sa
mpadab17/   using a dataset with 
25,192 records that included both 
"Normal" and "Attacked" data. 

2. Data Preprocess: This involved an 
important phase in preparing the text 
data for machine learning, ensuring 
that errors were reduced and results 
were accurate. 

3. Feature Selection: Recursive Feature 
Elimination (RFE) was employed to 
optimize model complexity and 
enhance interpretability by 
identifying and selecting the most 
informative features. 

4. Data Splitting: The dataset will be 
partitioned into training and testing 
sets, with a 70 to 30 split ratio. This 
indicates that the algorithm will get 
trained on 70% of the data, and 30%, 
set aside for evaluation of 
performance. 

5. Model Selection and Development: 
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Dataset were trained and tested 
using some selected machine 
learning algorithms (Logistic 
Regression, Decision Trees, and 
K-Nearest Neighbor (KNN). 

6. Model Performance analysis: 
The performance of the model 
was determined by making use 
of the listed metrics: True 
Positive, True Negative, False 
Positive, and False Negative. 
The evaluation was performed 
using Confusion Matrix, 
Precision, Recall, F1 score, and 
Error rate. 

7. Comparative Performance 
Analysis: The models were 
compared based on their 
performances in Predicting 
MiTM attacks in IoT networks. 

2.1 Dataset and Dataset Collection 
This stage is the first stage in the 
execution of the solution. It involves 
gathering several datasets on Man-in-
the-Middle (MiTM) attacks using a 
dataset that includes both "Normal" 
and "Attacked" data. The dataset, 
obtained from the Kaggle dataset 
Network 
/(https://www.kaggle.com/datasets/sa
mpadab17/ network-intrusion-
detection, was downloaded in .csv 
format and consisted of 25,192 
records. The data was divided into a 
training dataset of 17,634 records and 
a testing dataset of 7,558 records. 
'Attacked' records and 'Normal' 
records (non-attack data) are used to 
train and evaluate the potential 
machine learning models. 
2.2 Data Preprocessing  
This involved a vital step in preparing 
the text data for machine learning, 

ensuring that errors were reduced and 
results were accurate. To achieve this, the 
datasets underwent several key processes. 
To assess and validate the model, the data 
was distributed into training and testing 
sets. Next, a check for null values was 
conducted to prevent errors and ensure the 
model could process all available data. 
Missing values can significantly impact 
model accuracy, so this step was crucial. 
Categorical features were then handled 
using Label Encoding, converting them 
into numerical labels to enable machine 
parsing. More precisely, attributes like 
‘normality’ in the second dataset and 
‘flag, service, count, and protocol type’ in 
the first dataset, were encoded into 
numerical labels to facilitate machine 
learning processing. 
2.3 Feature Selection 
This is the process of isolating the most 
consistent, non-redundant, and relevant 
features to use in model construction. 
In this research, the Recursive Feature 
Elimination (RFE) combined with a Random 
Forest classifier was used for feature 
selection, which involves recursively 
removing features and building models to 
determine the key features that drive the 
outcome or results of the algorithm. 
Recursive Feature Elimination (RFE) was 
employed to optimize model complexity and 
enhance interpretability by identifying and 
selecting the most informative features. RFE 
was utilized to identify the most important 
characteristics for outcome prediction in the 
MiTM dataset, thereby eliminating redundant 
or non-essential features and retaining only 
those that significantly contribute to the 
algorithm's performance.  
2.4 Data Splitting 

Splitting the data is an important processing 
machine learning for evaluating model 
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performance and generalizability. The 
dataset was partitioned into training and 
testing set, with a 70 to 30 split ratio. 
This indicates that the algorithm was 
trained on 70% of the data, and 30%, for 
testing and also performance analysis.  

2.5 Model Selection and Model 
Development 
The selection of the three algorithms 
was based on their popularity as well as 
obvious conflicting findings from 
earlier studies. 
The type of problem and the properties 
of the dataset are taken into 
consideration when evaluating different 
machine-learning techniques. This 
comprises techniques like Logistic 
Regression, Decision Trees, and K-
Nearest Neighbor (KNN), each 
algorithm offers unique strengths and 
weaknesses, making it essential to 
experiment with multiple approaches to 
determine the most suitable one for the 
task. 
2.5.1 Logistic Regression  
A sigmoid function, which transfers any 
real-valued collection of input 
autonomous variables into a value 
between 0 and 1, is used by the logistic 
regression model to convert the 
continuous value output of the linear 
regression function into a definite value 
output. This technique is 
straightforward but powerful, also 
known for its interpretability and 
effectiveness. Its simplicity and 
efficiency make it an appropriate 
standard model for evaluation 
throughout the model selection process, 
generating information about the 
efficiency of more complicated 
algorithms. 

2.5.2 Decision Trees  
Decision trees are an algorithm that 
classifies or regresses data based on a series 
of true or false answers to specific 
questions. When visualized, consists of a 
hierarchical arrangement of nodes, the 
resulting structure resembles a tree, with 
various types of nodes including the root, 
internal nodes, and leaf nodes. The root 
node represents the initial decision point, 
internal nodes represent subsequent 
questions or decisions, and leaf nodes 
indicate the final classification or 
regression outcomes. Decision trees are 
popular because of their capacity to capture 
non-linear correlations in data, making 
them ideal for detection classification tasks 
with complicated patterns. Decision trees 
are interpretable, giving a better knowledge 
of the decision-making process, which can 
be useful when assessing clues in data. 
However, decision tree models are prone to 
overfitting, particularly with high-
dimensional data, and might require scaling 
or other normalization approaches to 
maximize their generalization efficiency. 
Notwithstanding these drawbacks, 
Decision Trees remain a reasonable choice 
for emotion identification models due to 
their ease of use and interpretability. 
2.5.3 K-Nearest Neighbor (KNN)  
KNN is a model that uses the points that are 
most similar to it to classify data points. It 
makes an "educated guess" on the proper 
classification for an unclassified point 
based on test results. It is predicated on the 
notion that comparable data points 
typically have comparable labels or values.  
It has the ability to capture non-linear 
relationships between features and attack 
detection allowing it to identify complex 
patterns in network traffic. The KNN 
provides insight into patterns and 
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relationships between data points, 
allowing for a better understanding of 
network traffic behaviors. 
2.6 : Model Performance and 

Evaluation 
The model outcomes were retrieved 
for each of the used machine learning 
techniques. 
Assessing the effectiveness of 
machine learning models is an 
important step in ensuring their 
efficacy and trustworthiness. The 
following metrics and methods are 
utilized to assess a model's ability to 
predict the outcome of unobserved 
data. 
1. Confusion Matrix: The accuracy 

of a classification model is 
evaluated using a table-based 
evaluation method called a 
confusion matrix. A comparison 
of the real and expected 
classifications, enables for more 
thorough examination of the 
model's effectiveness. 
TP is true positives, measures 
correctly identified cases as 
positive. 
TN is true negatives; measures 
correctly identified cases as 
negative. 
FP is false positives, measures 
incorrectly identified cases as 
positive.  
FN is false negatives; incorrectly 
identified the case as negative. 

2 Precision: The ratio of 
accurately predicted positives 
to the total number of positive 
predictions indicates the 
prediction accuracy of a 

classifier. It is one of the model's 
primary parameters that is used to 
evaluate the model's accuracy in 
classifying positive values. 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇  𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑃𝑃𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
 

… (1) 
3. Recall: This shows how many 

positive samples were correctly 
classified as positive compared to 
how many positive samples were 
incorrectly classified. Recall is a 
metric used to assess a model's 
ability to identify positive samples. 
Higher recall rates result in a 
higher detection rate of positive 
samples. 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇  𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
 

… (2) 
4. Accuracy: While accuracy is a 

simple statistic, it may not be 
sufficient for datasets that are not 
balanced. It is defined as the 
fraction of correctly predicted 
occurrences to all instances in the 
dataset. 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇  𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇
 

… (3) 
5.  F1 Score: It uses a weighted 

average to describe recall and 
precision. As F1 has a range of 0 to 
1, 1 represents the most favorable 
value and 0 is the least favorable. 
This component determines the 
classifier's resilience and 
precision.  

𝐹𝐹1 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  2∗(𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃∗𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

         (4) 
Error Rate 
it refers to the proportion of incorrect 
predictions or classifications made by a 
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machine learning model. A lower 
error rate indicates better model 
performance. 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇
         (5) 

3.0: System Design 
The development environment for 
the model included Python 3.8 as 
the programming language. 
Jupyter Notebook was used for 
interactive coding and Jupyter Lab 
provided an enhanced interface, 
and Visual Studio Code (VS Code) 
was used for advanced code 
editing. This setup ensured 
efficient development, debugging, 
and visualization for the model.  
Several Python libraries such as 
Pyplotlib, SciKit-Learn, 
Matplotlib, Pandas, NumPy, and 
software extensions were used to 
facilitate the various stages of data 
processing, model building, and 
evaluation. The choice of libraries 
was driven by their compatibility 
with the tasks at hand, their 
community support, and their 
effectiveness in handling large 
datasets and complex 
computations. 
 
 
 
 
 
 
 
 

4. Model Performance Analysis in the 
Prediction of MiTM Attack using 
selected Machine Learning 
Algorithms  
The performance analysis of the 
model was carried out using the 
selected machine learning
 algorithms (Logistic Regression, 
Decision Tree, and K-Nearest 
Neighbor Forest). 
The confusion matrix of the three 
selected algorithms with the greatest 
Performance using the 7,558 dataset 
were examined. The algorithms’ 
Performance evaluation in Predicting 
MiTM attacks in IoT networks is 
analysed here. To get a detailed 
understanding of each algorithm's 
performance, recall, accuracy, FI 
Score, precision, and error rate were 
examined. 
4.1 Logistic Regression 
The confusion matrix for Logistic 
Regression was able to accurately 
predicted MiTM 3228 attacks (True 
positive), correctly classified just 3819 as 
non-MiTM attacks (True negatives), 
wrongly predicted 241 MiTM attacks as 
correct (False positive), and wrongly 
classified 270 MiTM attacks (False 
negatives).  
The results show that the Logistic 
Regression algorithm has a True Positive 
prediction of yielded an accuracy and 
precision of 0.9324 and 0.9305 
respectively with an error rate of 0.0676 
as shown in Figure 1.  
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Figure 1: Performance Analysis of Logistic Regression 

 

4.2 Decision Tree 
The confusion matrix for Decision Tree 
accurately predicted MiTM 3479 attacks 
(True positive), correctly classified just 
4035 as non-MiTM attacks (True 
negatives), wrongly predicted 25 MiTM 

attacks as correct (False positive), and 
wrongly classified 19 MiTM attacks 
(False negatives)  
The decision Tree algorithm had an 
accuracy and precision of 0.9942 and 
0.9927 respectively with an error rate of 
0.0058 as shown in Figure 2.

Figure 2: Performance Analysis of Decision Tree 
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4.3 k-nearest neighbors (KNN) 
The confusion matrix for k-nearest 
neighbors (KNN) was able to 
correctly predicted MiTM 3479 
attacks (True positive), correctly 
classified just 4035 as non-MiTM 
attacks (True negatives), wrongly 
predicted 25 MiTM attacks as correct 

(False positive), and wrongly 
classified 19 MiTM attacks (False 
negatives)  
The k-nearest neighbors (KNN) 
algorithm had an accuracy and 
precision of 0.9845 and 0.9812 
respectively with an error rate of 
0.0155 as shown Figure 2. 

 
                    Figure 3: Performance analysis of KNN 

5. Comparative Performance analysis of 
the three selected Machine Learning 
Algorithms 
This section shows a Comparative 
performance analysis of the system 
using the three selected Machine 
learning algorithms in the prediction of 
a Man in the Middle (MiTM) attack in 
the Internet of Things (IoT) network 
environment. Figure 4 gives a pictorial 
comparative analysis and Performance 
Evaluation for the three selected 
Machine Learning Algorithms. 
 
 
 

 The Logistic Regression while still 
competent, showed lower performance 
compared to the other two algorithms, 
and yielded an accuracy of 93.24% it 
correctly classified fewer instances 
than the Decision Tree and KNN. It 
also has 99.42% and 98.45% in both 
precision and recall, respectively 
suggesting good performance but with 
some trade-offs in identifying all 
positives compared to KNN and 
Decision Trees.  
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The F1-score of 92.46% indicates a 
balanced performance but also 
highlights that Logistic Regression is 
not as effective as the other models in 
this case.  
The K-Nearest Neighbors (KNN) 
model achieved an impressive 98.45% 
accuracy, demonstrating great overall 
performance. Its recall rate of 98.45% 

is particularly noteworthy, indicating 
exceptional ability to identify true 
positive cases. While precision and F1-
score also showed strong results at 
98.36%, the model fell slightly short of 
the Decision Tree's performance in 
balancing the identification of true 
positives with the minimization of false 
positives. With an error rate of 1.53%, 
the KNN model occasionally 
misclassified instances.

Figure 4: Comparative Performance analysis of the three selected machine
Learning Algorithms
The decision tree algorithm is clearly the best 
performer in this case, as illustrated in Figure 
4, with a high accuracy rate of 99.42% and 
the lowest error rate of 0.58%. Both 
precision and recall are well-balanced, with 
99.27% and 99.47%, respectively, and the 
algorithm's minimal error rate of 0.58% 
emphasizes its overall reliability and low 
misclassification.  
 
 
 

In view of the Comparative analysis shown 
above, Decision Trees provided the highest 
performance across all metrics, other 
machine learning algorithms made a good 
impact on the prediction. These findings 
demonstrate that the model selection can 
have a substantial impact on the Network 
attack's ability to detect and predict MitM 
attacks accurately and that combining 
several algorithms can frequently produce 
better results.  
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Each of the selected algorithms has its 
strengths, but Decision Trees clearly 
excelled in this evaluation. 

   6. Related Work 
Vlajic & Zhou's (2018) study demonstrated 
experiments on Internet of Things-based 
cameras about the execution of DDoS 
attacks on the webcams and proposed ways 
to stop the DDoS assaults. Physical, 
network, and application layers were the 
levels of attack origin that were used to 
categorize the attacks in their study. 
The authors Kiran et., al. (2020) used an 
IoT testbed to simulate MitM attacks and 
used the data to train different machine 
learning algorithms to detect the IoT 
network data behavior based on cyber-
attacks. However, their study only 
compared ML algorithm performance and 
identified the best one for detecting 
attacked sensor records in the network.  
However, Kiran et. al., (2020) took a 
limited approach, using only a single sensor 
and a small-scale dataset comprising of 480 
records for training, testing, and evaluation 
of multiple machine learning frameworks. 
In order to detect botnet assaults on IoT 
devices, Mohammad et., al. (2020) 
developed an optimized machine learning 
(ML)-based framework that integrated a 
decision tree classification model with the 
Bayesian Optimization Gaussian Process 
(BO-GP). The study's primary goal was to 
develop a dynamic and effective 
framework for IoT devices to identify 
botnet attacks.  
Jones & Kumar (2019) discovered the 
MiTM attack using a deep learning group 
of instructions with the network simulator 2 
(NS2) simulation platform, which is known 
as synthetic artificial neural networks 
(ANN). For a few attacks, they employed a 
dataset that included the mobility patterns 

and network-number-of-site visitors' 
conditions. To analyze the ANN model, 
they used four evaluation metrics: recall, 
f1-score, accuracy, and precision. They 
found that the accuracy fee of the ANN was 
88.235%.  
A prediction version-based totally-system 
mastering technique was presented by 
Benter & Kuhlang (2021) to identify MiTM 
from business management structures. 
They gathered real-time MiTM data, which 
includes a variety of functions such as temp 
max, cntt avg, cntt stdev, temp stdev, temp 
min, and temp avg. The gadget is based on 
the KNN version. They have demonstrated 
that the model based on k-nearest neighbor 
provided excellent performance for MiTM 
attack detection.  
Hammad et al. (2020) used a strategy that 
includes four distinct approaches, CFS 
feature selection, and k-means clustering to 
target this data set. Zero, J48, RF, and 
SVM. The performance of the majority of 
classifiers has been successfully improved 
by the suggested method. J48 has the 
highest reported accuracy, with 96.7%, and 
10-fold cross-validation is used. This paper 
is aimed at designing a Machine Learning 
Model to predict Man in the middle (MitM) 
attacks in IoT environment and 
implemented using supervised machine 
learning algorithm. This is justified due to 
the rapid increase associated with IOT 
devices, there has been a crucial security 
risk, especially the threat of MiTM attacks, 
which compromise the confidentiality and 
integrity of data. By creating a strong 
model, it hopes to improve applications like 
smart home security, mobile devices, and 
autonomous vehicle security, promoting 
better security, integrity, and reliability of 
these systems. The results of this 
investigation are useful for researchers to 
understand the threat of MiTM attacks in 
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IoT networks. The technological advances 
have the potential to advance the overall 
security of IoT networks and devices and 
also protect against MiTM and other cyber 
threats. 
This research also carefully selected a 
suitable supervised machine learning 
method for detecting Man-in-the-Middle 
(MiTM)attacks in IoT networks using a 
comprehensive dataset, by evaluating the 
performance of various algorithms and 
determining the optimal approach for 
identifying and preventing MiTM attacks in 
real-time The authors Kiran et al. (2020) 
used an IoT testbed to simulate MitM 
attacks and used the data to train different 
machine learning algorithms to detect the 
IoT network data behavior based on cyber-
attacks. However, their study only 
compared ML algorithm performance and 
identified the best one for detecting 
attacked sensor records in the network. 
However, Kiran et., al.  (2020) took a 
limited approach, using only a single sensor 
and a small-scale dataset comprising of 480 
records for training, testing, and evaluation 
of multiple machine learning frameworks. 
Vlajic & Zhou's (2018) study demonstrated 
experiments on Internet of Things-based 
cameras about the execution of DDoS 
attacks on the webcams and proposed ways 
to stop the DDoS assaults. Physical, 
network, and application layers were the 
levels of attack origin that were used to 
categorize the attacks in their study.  
In order to detect botnet assaults on IoT 
devices, Mohammad et., al. (2020) 
developed an optimized machine learning 
(ML)-based framework that integrated a 
decision tree classification model with the 
Bayesian Optimization Gaussian Process 
(BO-GP). The study's primary goal was to 
develop a dynamic and effective 
framework for IoT devices to identify 

botnet attacks.  
The authors of Sudhanshu & Bichitrananda 
(2023) concentrated on utilizing machine 
learning (ML) techniques to analyze 
intrusion detection systems (IDSs). 
Network attacks can be accurately and 
efficiently detected by IDSs that use 
machine learning techniques. Nevertheless, 
the effectiveness of these systems 
deteriorates in data with huge dimensional 
spaces. Accordingly, it is crucial to 
implement a workable feature reduction 
method that can exclude traits that don't 
significantly impact the categorization 
process. The researcher analyzed the KDD 
CUP-'99' intrusion detection dataset used 
for training and authenticating ML models. 
Then implemented ML classifiers such as 
“Logistic Regression, Decision Tree, 
KNearest Neighbour, Naïve Bayes, 
Bernoulli Naïve Bayes, Multinomial Naïve 
Bayes, XG-Boost Classifier, AdaBoost, 
Random Forest, SVM, Rocchio classifier, 
Ridge, Passive-Aggressive classifier, ANN 
besides Perceptron (PPN), the optimal 
classifiers were determined by comparing 
the results of Stochastic Gradient Descent 
and backpropagation neural networks for 
IDS”, Conventional classification 
indicators, such as "accuracy, precision, 
recall, and the f1-measure", were used to 
evaluate the performance of the ML 
classification algorithms. 
Jones & Kumar (2019) discovered the 
MiTM attack using a deep learning 
procedures with the network simulator 2 
(NS2) simulation platform, which is known 
as synthetic artificial neural networks 
(ANN). For a few attacks, they employed a 
dataset that included the mobility patterns 
and network-number-of-site visitors' 
conditions. To analyze the ANN model, 
they used four evaluation metrics: recall, 
f1-score, accuracy, and precision. They 
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found that the accuracy fee of the ANN was 
88.235%.  
A detection version-based totally-system 
mastering technique was presented by 
Benter & Kuhlang (2021) to identify MiTM 
from business management structures. 
They gathered real-time MiTM data, which 
includes a variety of functions such as temp 
max, cntt avg, cntt stdev, temp stdev, temp 
min, and temp avg. The gadget is based on 
the KNN version.  
The authors of Hammad et al. (2020) used 
a strategy that includes four distinct 
approaches, CFS feature selection, and k-
means clustering to target this data set. 
Zero, J48, RF, and SVM. The performance 
of the majority of classifiers has been 
successfully improved by the suggested 
method. J48 has the highest reported 
accuracy, with 96.7%, and 10-fold cross 
validation is used.This paper is aimed at 
designing a Machine Learning Model to 
detect Man in the middle (MitM) attacks in 
IoT environment and implemented using 
supervised machine learning algorithm. 
This is justified due to the rapid increase 
associated with IOT devices, there has been 
a crucial security risk, especially the threat 
of MiTM attacks, which compromise the 
confidentiality and integrity of data. By 
creating a strong model, it hopes to improve 
applications like smart home security, 
mobile devices, and autonomous vehicle 
security, promoting better security, 
integrity, and reliability of these systems. 
The results of this investigation are useful 
for researchers to understand the threat of 
MiTM attacks in IoT networks. The 
technological advances have the potential 
to advance the overall security of IoT 
networks and devices and also protection 
against MiTM and other cyber threats. 
Several machine learning models were used 
by Su et al. (2021) to forecast network 

assaults on Internet of Things devices. The 
models that were put to the test were the 
gradient-boosting machine (GBM), 
decision tree, and random forest. According 
to the results, the random forest method had 
higher AUC scores, but the decision tree 
approach had the highest accuracy. 
This research also carefully selected a 
suitable supervised machine learning 
method for recognizing Man-in-the-Middle 
(MiTM)attacks in IoT networks using a 
comprehensive dataset, by assessing the 
performance of various algorithms and 
determining the optimal approach for 
identifying and preventing MiTM attacks in 
real-time. 
Some machine learning techniques, 
comprising logistic regression (LR), 
decision tree (DT), support vector machine 
(SVM), random forest (RF), and artificial 
neural network (ANN), were used by 
Hassan et al. (2019) to predict attacks and 
anomalies on IoT devices. The outcomes 
showed that RF, DT, and ANN 
outperformed the other techniques, 
attaining an accuracy of 99.4%. 
According to Obonna et al. (2023), the 
incorporation of open network to operation 
technology (OT) as an upshot of low-cost 
network expansion may have been the 
primary cause of the amorphous 
cyberattacks that have affected the process 
control network (PCN) of oil and gas 
installations. These attacks include 
Distributed-Denial-of-Service (DDoS), 
Denial-of-Service (DoS), and Man-in-the-
Middle (MitM) attacks. Process control was 
simulated using MATLAB, Allen Bradley 
RSLogic 5000 PLC Emulator software, 
Deep-Learning Toolkit, and Python 3.0 
Libraries. With notable, accurate attack 
detections found utilizing a coarse tree 
approach, the trials' results validated the 
dependability and effectiveness of the 
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various machine learning methods in 
identifying these abnormalities. 
Wang et al., (2021) reviewed the 
application of machine learning in anomaly 
detection under various network situations 
and introduced the difficulties of anomaly 
detection in both traditional and next-
generation networks. The methods and 
benefits of each machine learning category 
are described, along with an explanation of 
the process. Additionally, a summary of the 
comparison of various machine learning 
models was provided. 
Reddy et al., (2021) worked on prediction 
strategy for fog node structure protection 
that uses the XGBoost ensemble technique 
and Exact Greedy Boosting for 
hyperparameter fine-tuning. Based on 
network data, the suggested framework 
classifies normal and abnormal behavior. 
XGBoost improves trees using efficient 
split-finding technique to avoid overfitting 
and boost performance in comparison to 
traditional GB. Additionally, the technique 
uses a straightforward standard feature 
selection mechanism known as Variance 
Threshold, which eliminates features with 
low variance. 
Ennaji et al. (2024) used the IoTID20 
dataset to study the effectiveness of many 
machine learning techniques for creating 
IDS, such as support vector machines 
(SVM), k-Nearest Neighbor (k-NN), 
decision trees (DT), random forests (RF), 
and Ada Boost. The dataset contains three 
target classes: classes for sets and subsets 
of the binary class, as well as a binary class 
for normal or deviant behavior. In order to 
reduce execution time and increase 
accuracy, the writers chose the most 
pertinent elements. According to the overall 
results, the decision tree algorithm 
outperformed the other algorithms in terms 
of accuracy, achieving 99.80% with the 

lowest error rate. 
    7. Conclusion 

The design of MiTM attack detection 
model for IoT networks using a 
machine learning approach 
demonstrates the potential for 
effectively identifying and mitigating 
security threats in connected 
environments. The project provided a 
comprehensive overview of IoT's 
impact on daily activities, highlighting 
its background, benefits, drawbacks, 
and future potential. The demonstration 
illustrates the profound impact of IoT 
on our daily lives, reshaping our daily 
experience, work practice and 
technological interactions. This 
machine learning-based detection 
model not only enhances the security of 
IoT networks by identifying potential 
MiTM attacks but also breaks new 
grounds on the approach that enables 
defense against MitM attacks, ensuring 
confidentiality and integrity of IoT 
devices offering a scalable and 
adaptable solution for future 
advancements in cybersecurity. In 
order to improve IoT security, we 
investigated MiTM Attack detection in 
the IoT network devices and the MiTM 
Attack dataset making use of several 
supervised ML algorithm approaches. 
Our results demonstrated exceptional 
performance in terms of accuracy and 
efficiency. Among the tested 
algorithms, the Decision Tree classifier 
stood out, achieving an exceptional 
accuracy rate of 99%, thereby 
addressing the research question “What 
is the best machine learning algorithm 
for identifying MiTM attacks in IoT 
systems using network data patterns?” 
This finding has significant 
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implications for enhancing the security 
of IoT networks. 
The suggested approach for detecting 
MiTM attacks employs a decision tree 
algorithm and was evaluated using the 
MiTM Attack Detection dataset. The 
decision tree algorithm was compared 
against KNN and Logistic Regression 
algorithms. With an accuracy rate of 
99% on the dataset, the decision tree 
algorithm emerged as the top-
performing model, along with the 
fastest runtime of 412 milliseconds, one 
of its most notable advantages is its 
ability to reduce computing 
complexity.  
In network security, MiTM attack 
detection systems are essential. They 
help organizations comply with 
security policy and meet compliance 
requirements while enhancing overall 
network visibility throughout the entire 
network and by learning and 
recognizing triggers and behavioral 
trends that enhance the detection of 
intrusions efficiently.  
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