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Abstract:  
This study delves into the complex issue posed by facial makeup, which has the potential to significantly alter the appearance of individuals, 

posing a challenge to automated face recognition systems, as well as age and beauty estimation methods. A model solution aimed at automatically 

detecting makeup in facial images to improve the accuracy of recognition systems was proposed in this work. The approach revolves around 

utilizing a sophisticated model that harnesses a feature vector encapsulating crucial aspects of facial attributes including shape, texture, and color. 

Employing an advanced Convolutional Neural Network (CNN) architecture, the model detects the presence of makeup by analyzing key facial 

landmarks such as eye distance, nose width, eye socket depth, cheekbones, jawline, and chin. Experiments were performed on a dataset consisting 

of 200 facial images to assess the effectiveness of the proposed method. The model achieved a validation accuracy of 100%, demonstrating its 

robustness in makeup face detection. Notably, the computational runtime for the validation process was 1 minute and 40 seconds, underscoring 

the efficiency of the proposed approach. Moreover, an innovative adaptive pre-processing strategy that capitalizes on makeup information to 

enhance the performance of facial recognition systems was developed. This strategy aims to optimize the recognition process by leveraging 

insights gained from makeup detection. By integrating this adaptive pre-processing step, further advancements in the accuracy and reliability of 

facial recognition technology, particularly in scenarios where makeup may confound traditional recognition methods, are envisioned. 
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1. Introduction 

Over the past few decades, significant efforts have been 

dedicated to enhancing the precision of automated face 

recognition systems [1]. Face recognition refers to the task of 

identifying a recognized object as a known or unknown face 

[2]. Challenges such as variations in posture, illumination, and 

appearance (PIE) have been addressed through advanced 

algorithms, which aim to enable unconstrained face recognition 

across diverse applications [3]. Despite these advancements, 

several factors continue to impede the performance of face 

recognition systems, including variations in human facial 

appearance due to factors such as lighting conditions, image 

noise, scale, pose, aging, plastic surgery, spoofing, and more 

[4]. 

It is important to distinguish between face recognition and face 

detection. While face recognition involves identifying a face 

"image" as that of a known or unknown individual, face 

detection focuses on determining the presence of a face in an 

image using various classification models [5]. The use of 

makeup as a means of altering facial appearance presents a 

significant challenge to biometric face recognition systems [6]. 

Being cost-effective, non-permanent, and socially acceptable in 

many cultures, makeup applicationan can effectively confound 

recognition systems [7-8]. Detecting makeup in facial images 

holds potential benefits for face recognition systems, enhancing 

recognition accuracy by enabling the application of makeup-

specific preprocessing routines and bolstering security by 

identifying attempts at face spoofing or obfuscation [9]. 

Moreover, automated age estimation and aesthetic prediction 

methods can refine their outputs by incorporating knowledge 

about the presence of makeup [10]. 

The effectiveness of face recognition systems is notably 

hindered by challenges such as makeup, aging, plastic surgery, 

and spoofing, all of which significantly diminish algorithm 

performance and accuracy [11]. In critical scenarios such as 

pandemics where nose masks are essential, there is a heightened 

need for systems that can accurately detect and recognize faces 

for identification purposes while reducing unnecessary person-

to-person contact [12]. Central to the operation of face 

recognition systems is the task of face detection [13-14], a 

concept that may initially appear perplexing to newcomers in 

the field. However, before face recognition can occur, reliable 

detection and landmarking of faces are imperative. This 

underscores the importance of effectively addressing 

segmentation problems, which have garnered increasing 

attention from researchers in recent years. The subsequent 

recognition process heavily relies on features extracted from 
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these facial landmarks [15]. Face detection problems generally 

fall into two categories: detection in images and real-time 

detection. Therefore, this project endeavors to develop a system 

capable of detecting and recognizing faces, particularly those 

adorned with makeup, thereby addressing a crucial aspect of 

contemporary face recognition challenges. 

A Convolutional Neural Network (CNN) is a specialized type 

of artificial neural network extensively utilized in image 

recognition and processing tasks [16]. Specifically tailored to 

handle pixel data, CNNs are renowned for their robustness, 

power, and speed [17]. This study employed a CNN 

(specifically, the Google network architecture) to train and 

recognize faces within images. The selection of CNN for this 

purpose is motivated by several key advantages: 

• It provides a simple, non-permanent, and cost-

effective means of confounding recognition systems. 

• Compared to alternative facial recognition methods, 

CNN-based approaches offer reliability, affordability, 

and efficiency. 

• Through unsupervised learning, CNNs autonomously 

identify significant features without requiring human 

intervention.          

2. LITERATURE REVIEW 

With the aid of advanced image processing and machine 

learning algorithms, researchers have made significant progress 

in discerning and analyzing crucial facial features, thereby 

distinguishing between natural and makeup-altered faces. This 

advancement facilitates biometric systems in adapting their 

recognition methodologies, ensuring consistent and dependable 

identification or verification regardless of facial alterations 

caused by makeup. This introductory review delves into the 

burgeoning field of makeup face recognition, seeking to 

elucidate its fundamental technologies, applications, 

challenges, and prospects. By unraveling the intricate 

interaction between AI algorithms and cosmetic enhancements, 

this review illuminates the transformative potential of makeup 

face recognition within the beauty industry and broader 

contexts. [18] introduced a system designed to detect makeup 

attacks within face-based biometric systems. [12], [19] 

conducted research investigating challenges in face recognition 

using machine learning algorithms, with a focus on makeup and 

occlusions as case studies.  

Similarly, [20] evaluated challenges in face recognition 

employing machine learning algorithms. [21]developed rule-

based facial makeup recommendation systems, while 

[22]created a smart mirror intelligent makeup recommendation 

and synthesis system. [23] proposed an examples-rules guided 

deep neural network for makeup recognition, whereas 

[24]developed a style and latent guided generative adversarial 

network for desirable makeup transfer and removal. The 

pioneering work of [25] examined the influence of facial 

makeup on the accuracy of face recognition systems, revealing 

a significant decline in biometric performance with makeup 

application to either reference or probe images. Subsequent 

studies, including [26-27] corroborated these findings. 

Furthermore, [28]demonstrated that heavy makeup notably 

impairs humans' ability to recognize faces. 

Utilizing web-collected databases containing pairs of face 

images captured before and after applying predominantly light 

makeup, [29]categorized them as genuine representations. [30] 

devised a method to automatically categorize potential 

presentation attacks (PAs) into semantic sub-groups without 

supervision, termed DTN. Their methodology evaluated using 

a face database containing Multiple Presentation Attacks (M-

PAs), including concealment and impersonation, revealed 

detection error rates (D-EER) of approximately 50% for 

concealment attacks and 10% for impersonation attacks. [31] 

and [32] developed systems that were distinguished by 

addressing various types of M-PAs within a broader context, 

highlighting challenges in detecting M-PAs using contemporary 

software-based face Presentation Attack Detection (PAD) 

methods. Unlike traditional PAD techniques optimized for 

specific artifacts resulting from Presentation Attack Instruments 

(PAIs), M-PAs exhibit distinct characteristics posing difficulties 

for existing detection methodologies [33-34]. 

Despite significant progress in makeup face recognition 

systems, challenges persist, which include the diversity and 

complexity of makeup styles, variations in lighting conditions, 

and the necessity for comprehensive datasets. This work aims 

to overcome these challenges by enhancing the robustness and 

accuracy of face makeup identification within biometric 

systems. 

3. METHODOLOGY 

This study initially devised a methodology to identify facial 

makeup within diverse and uncontrolled face images. The 

developed method extracts a comprehensive set of features for 

any given face image, including shape, colour, and texture. 

Subsequently, these feature sets are utilized by a Convolutional 

Neural Network (CNN) to determine the presence or absence of 

makeup in the input facial images. Experiments were rigorously 

conducted on a dataset comprising two hundred (200) 

challenging and uncontrolled images, spanning both female and 

male subjects. These datasets encompassed a wide array of 

variations including facial poses, lighting conditions, facial 

expressions, and image resolutions. Additionally, the output of 

the makeup detector underwent selective pre-processing before 

being matched against non-makeup images. The performance 

of this proposed approach was thoroughly evaluated to assess 

its recognition accuracy, thereby demonstrating its efficacy in 

accurately detecting and distinguishing facial makeup within 

diverse and uncontrolled image datasets. Shown in Figure 1 is 

the block diagram of the developed facial recognition system. 
The figure consists of seven blocks: face image input, face 

detection, face alignment/landmark localizaion, normalization, 

detection of region of interest, feature extraction and 

recognition/Classification. These stages collectively form the 

pipeline of a facial recognition system, with each stage playing 

a crucial role in achieving accurate and reliable recognition 

results.    
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Figure 1: Block Diagram of the Developed Facial Recognition 

System 

Firstly, the Viola-Jones algorithm was utilized for facial 

detection, yielding suboptimal accuracy due to its reliance on 

human supervision [35]. Nonetheless, enhancements were 

made by integrating a layer that facilitated precise facial 

localization within images, subsequently enhancing the 

algorithm's accuracy. Real-time face detection involves 

identifying faces within a sequence of frames captured by a 

video device [36]. Despite the heightened hardware 

requirements, real-time face detection is computationally 

simpler than static image detection from a computer vision 

perspective. This is attributed to the constant movement of 

humans, contrasting with the relatively static surrounding 

environment by walking, fidgeting, blinking, gesturing, and 

more [37]. 

Real-time facial recognition employs the vision cascade object 

detector introduced by the Viola-Jones algorithm. In real-time 

face detection, the system processes a series of frames to detect 

faces by employing spatial-temporal filtering, discerning 

alterations between consecutive frames, and identifying the 

modified regions for character detection [38]. In this study, 

precise facial locations were easily identified based on two 

assumptions: 

• The head appears as a small blob above a larger blob 

(representing the body). 

• Head movements exhibit continuity and relatively 

slow pace, avoiding erratic bouncing. 

Consequently, real-time face detection emerges as a 

comparatively straightforward task, even in unstructured or 

dynamic environments, thanks to these simple reasoning rules 

and image processing techniques, thus facilitating the 

application of convolutional neural networks (CNNs) in this 

work. 

In this study, the CNN algorithm serves as a classifier, and its 

utilization is demonstrated within the framework of googLeNet. 

This model employs various strategies, including 1×1 

convolutions positioned within the middle of the architecture 

and global average pooling, as depicted in Figure 2. 

Additionally, Figure 3 illustrates the Inception module 

incorporating dimension reductions. 

 

Figure 2 : Inception Module, Naïve Version 

 

Figure 3: Inception Module with Dimension Reductions 

FACE RECOGNITION USING GOOGLENET 

The GoogLeNet is an exclusive architecture from previous 

state-of-the-art architectures. It uses many different 

contemporary techniques such as 1×1 convolution and global 

average pooling, allowing it to create a deeper structure as 

shown in Figure 4. The architecture consists of the following 

steps: 
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Figure 4: Googlenet Algorithm Block Diagram 

1×1 Convolution: Within the inception architecture, 1×1 

convolutions are employed to reduce the number of parameters 

(weights and biases), consequently deepening the architecture. 

This reduction in parameters enhances the architectural depth. 

Global Average Pooling: Traditionally, fully connected layers 

in various architectures contribute to increased computational 

costs due to numerous parameters. However, in the GoogLeNet 

architecture, a method known as global average pooling is 

implemented at the network's conclusion.  This technique 
averages a 7×7 feature map down to 1×1, effectively reducing 

the trainable parameters to zero while boosting the top-1 

accuracy by 0.6%. 

Inception Module: This study adopts a fixed convolution size 

for each layer. Within the Inception module, parallel operations 

of 1×1, 3×3, 5×5 convolutions, and 3×3 max pooling are 

conducted at the input. The outputs of these operations are then 

stacked together to produce the final output. The rationale 

behind using convolution filters of various sizes is to enhance 

the detection of objects at multiple scales. 

Auxiliary Classifier for Training: Inception architecture 

incorporates intermediate classifier branches within the 

architecture, utilized solely during training. These branches 

feature a 5×5 average pooling layer with a stride of 3, followed 

by 1×1 convolutions with 128 filters, two fully connected layers 

yielding 1024 and 1000 outputs respectively, and a softmax 

classification layer. The loss generated by these layers is added 

to the total loss with a weight of 0.3. These auxiliary layers 

address the gradient vanishing problem and provide 

regularization. Figure 5 illustrates the detailed layering of the 

inception architecture as implemented in GoogLeNet. 

 

Figure 5: Inception Architecture 

The complete architecture comprises 22 layers of significant 

depth. Engineered with computational efficiency as a priority, 

it is compatible with devices possessing limited computational 

resources. Additionally, the architecture integrates two 

auxiliary classifier layers linked to the outputs of Inception (4a) 

and Inception (4d) layers, as depicted in Figures 6 and 7. 

 

 

Figure 6: Inception 4a Output layer graph 
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Figure 7: Inception 4d Output layer graph  

The auxiliary architecture was meticulously crafted, 

incorporating the following specifications: 

 

• An average pooling layer with a filter size of 

5×5 and a stride of 3. 

• A dimension-reducing 1×1 convolutional 

layer with 128 filters, utilizing ReLU 

activation. 

• A fully connected layer producing 1025 

outputs, employing ReLU activation. 

• Dropout regularization with a dropout ratio 

set to 0.7 to mitigate overfitting. 

• A softmax classifier generating a 1000-class 

output, akin to the primary softmax classifier. 

These components were intricately designed to enhance the 

performance and robustness of the auxiliary classifier within 

the architecture. 

 

Figure 8: Fully Connected Net Layer with loss classifier 

This architecture is tailored to process images of dimensions 

224 x 224 with RGB colour channels. Throughout the 

architecture, Rectified Linear Units (ReLU) serve as the 

activation functions for all convolutions, enhancing 

computational efficiency and feature extraction. At the onset, 

the image input layer stands as the first element within the 

Layers property of the network. Specifically designed for the 

GoogLeNet network, this layer necessitates input images sized 

224-by-224-by-3, where 3 signifies the number of colour 

channels. The final stages of this architecture encompass the 

extraction of features crucial for image classification. The last 

learnable layer and the ultimate classification layer, denoted as 

'loss3-classifier' and 'output' respectively, are derived from the 

convolutional layers of the network. These layers encapsulate 

information regarding the amalgamation of extracted features 

into class probabilities, loss values, and predicted labels.  

To adapt the pre-trained network for classifying new images, 

these layers are replaced with new counterparts tailored to the 

new dataset, and the layer graph is extracted from the trained 

network using transfer learning techniques, as illustrated in 

Figure 8. Regarding the detection process, when integrated into 

a video surveillance system, the recognition system 

meticulously scans the field of view captured by a video camera 

for facial features. Upon detecting a face within the view, the 

system swiftly identifies it within a fraction of a second. To 

optimize efficiency, a multi-scale algorithm is employed to 

search for faces in low resolution initially. Subsequently, the 

system transitions to a high-resolution search only after 

discerning a head-like shape, effectively minimizing 

computational overhead while maintaining accuracy. 
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The process of facial identification comprises several intricate 

stages, each crucial for accurately recognizing and categorizing 

faces: 

• Alignment: Upon detecting a face within an image or 

video frame, the system meticulously analyzes the 

head's position, size, and pose. This stage ensures that 

the face is correctly oriented towards the camera, 

requiring a minimum turn of at least 35 degrees for 

proper registration. 

• Normalization: Following alignment, the captured 

image of the head undergoes scaling and rotation 

processes to standardize its size and orientation. This 

normalization step is essential for mapping the facial 

features into a consistent size and pose, irrespective of 

the head's location or distance from the camera. 

Notably, variations in lighting conditions do not 

impact the normalization process. 

• Representation: The facial data is translated into a 

unique code or representation once normalized. This 

coding process facilitates easier comparison of the 

newly acquired facial data with previously stored 

facial data. Each face is thus encoded into a format 

suitable for computational analysis and comparison. 

• Matching: In the matching stage, the newly acquired 

facial data is compared to the stored data, with the aim 

of linking it to at least one stored facial representation. 

This comparison process results in the creation of a 

"faceprint," a distinctive numerical code specific to 

each face. Once a faceprint is generated, the system 

can efficiently compare it against the thousands or 

even millions of faceprints stored in its database. Each 

faceprint is stored as an 84-byte file, ensuring efficient 

storage and retrieval. 

Additionally, the network undergoes training to adapt to images 

of various sizes present in the image dataset. This adaptation 

involves resizing images to meet the required size (required 

input of 224-by-224-by-3 pixels). To achieve this, an 

augmented image data store is utilized, automatically resizing 

training images while also performing additional augmentation 

operations. These operations may include random flipping 

along the vertical axis, random translations of up to 30 pixels, 

and horizontal and vertical scaling of up to 10%. These 

augmentation techniques are crucial for preventing the model 

from overfitting, ensuring robust performance, and preventing 

memorization of exact training image details, as depicted in 

Figure 9. This comprehensive approach enhances the system’s 

ability to effectively process and identify faces across diverse 

conditions and datasets. 

 

Figure 9: Fully Connected Net Layer with facial feature learner  

The implementation of fully automated facial makeup detection 

and recognition, specifically focusing on faces in frontal view, 

is achieved through the utilization of GoogLeNet as the 

Convolutional Neural Network (CNN) algorithm. This choice 

is made due to the CNN's capability to leverage image 

invariants inherent to human faces, enabling robust and 

accurate facial analysis. Unlike traditional methods, CNNs do 

not necessitate an extensive training dataset and boast low 

computational time, making them ideal for real-time 

applications. Within the system, nodal points critical for facial 

analysis are meticulously measured. These include the distance 

between the eyes, the nose's width, the eye socket's depth, the 

cheekbones' prominence, the jawline's contour, and the chin's 

structure. These measurements serve as fundamental features 

for facial makeup detection and recognition. 

The system operates within a controlled environment, 

leveraging MATLAB R2020b 64-bit version as the primary 

platform. The operating system utilized is Windows 11 Home 

Single Language, 64-bit edition. Hardware specifications 

include 8.00 GB DDR4 RAM, coupled with an 11th Gen 

Intel(R) Core (TM) i5-1135G7 processor clocked at 2.40GHz 

with a turbo boost up to 2.42 GHz. Additionally, Intel(R) Iris(R) 

Xe Graphics are utilized to facilitate graphical processing tasks. 

This setup ensures a stable and efficient environment for 

conducting facial makeup detection and recognition tasks. The 

combination of robust hardware capabilities and sophisticated 

software algorithms enables accurate and reliable analysis of 

frontal view faces, contributing to advancements in automated 

facial recognition technology [39]. 
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4. Results and Discussion 

The results and discussion section of the study provides a 

comprehensive overview of the analysis conducted on a dataset 

comprising 200 facial images. This dataset encompasses 

individuals with varying appearances, including both natural 

facial features and those enhanced with makeup. Notably, the 

dataset features a diverse representation of both female and 

male subjects, acknowledging the transformative effects of 

makeup on facial appearance irrespective of gender. This 

deliberate inclusivity ensures a thorough evaluation of the 

capabilities of facial makeup detection and recognition systems 

across different demographics in line with [40]. Figure 10 

serves as a visual representation of the validation accuracy 

results derived from the retraining of GoogLeNet using the 

provided image dataset. Remarkably, the retrained GoogLeNet 

model achieved a validation accuracy rate of 100%, 

highlighting its efficacy in accurately classifying facial images. 

This achievement is particularly noteworthy considering the 

varying appearances and makeup styles present in the 

dataset[41]. Moreover, the retraining process was completed 

with impressive efficiency, taking only 1 minute and 40 

seconds. This expedited process can be attributed to the 

utilization of a deep Convolutional Neural Network (CNN) 

architecture, known for its ability to extract intricate features 

crucial for accurate classification tasks, as supported by [42]. 

Furthermore, the incorporation of additional layers within the 

CNN architecture, exemplified by GoogLeNet's inception 

module consisting of 22 layers, plays a significant role in 

enhancing accuracy. These additional layers facilitate the 

extraction of nuanced features from facial images, thereby 

improving the model's discriminative capabilities. However, it 

is important to note that while the accuracy is commendable, 

further computational resources and time investments could 

yield even higher accuracy levels. This underscores the inherent 

trade-off between computational efficiency and model 

performance in deep learning tasks. Overall, the primary 

objective of GoogLeNet architecture is to optimize accuracy in 

facial makeup detection and recognition tasks. The inception of 

GoogLeNet was driven by the aspiration to develop a deeper 

CNN architecture capable of effectively capturing complex 

facial features. The successful validation of the retrained 

GoogLeNet model underscores its efficacy in achieving this 

objective, heralding advancements in automated facial analysis 

technologies and their widespread application across various 

domains [43]. 

 

 

 

 

Figure 10: Validation Accuracy for the GoogleNet training 

progress 

The neural networks utilized in this study have undergone 

extensive training on a diverse array of images, enabling them 

to learn distinct feature representations suited for various tasks. 

Specifically, both pretrained networks have been trained with 

images having an input size of 224-by-224 pixels. However, for 

the specific task of facial image classification and 

identification, one of these networks underwent retraining using 

a technique known as transfer learning in line with [44]. 

Transfer learning involves repurposing a pretrained neural 

network for a new task by fine-tuning its parameters. In this 

case, the network was retrained to excel in facial image 

classification and identification. This retraining process 

involves adjusting the network's parameters and architecture to 

better suit the requirements of the new task. By leveraging 

transfer learning, the model benefits from the knowledge and 

feature representations learned during its initial training on a 

vast dataset, such as ImageNet, leading to higher accuracies and 

improved performance in the new task [45]. 

The GoogLeNet-M network was trained using the ImageNet 

dataset, which serves as a rich source of diverse images 

spanning numerous object categories to facilitate transfer 

learning. This dataset provides a solid foundation for transfer 

learning, allowing the network to effectively generalize its 

learned features to facial image classification and identification 

tasks. Furthermore, to evaluate the performance of the retrained 

network, both training and validation datasets were utilized. 

The dataset was prepared into different partition has presented 

in Table 1. It was discovered that the of 70% to 30%, produced 

the highest recognition accuracy and average accuracy was 

95.41%. This partitioning ensures that the model's performance 

is assessed on both seen and unseen data, providing insights into 

its generalization capabilities and overall accuracy. 
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Table 1: Accuracy Table for varying Training Data 

 

In summary, this study has leveraged transfer learning to retrain 

the GoogLeNet-M network for facial image classification and 

identification. The model achieves enhanced accuracy and 

performance in the targeted task by fine-tuning the network's 

parameters and utilizing the knowledge gained from pretraining 

on the ImageNet dataset. The evaluation of the model's 

performance on both training and validation datasets further 

validates its effectiveness in accurately classifying facial 

images.  

5. CONCLUSION 

The study introduces and validates an innovative automated 

makeup detection and recognition system tailored to handle 

unconstrained facial images, accommodating both makeup-

enhanced and natural faces. By harnessing shape, texture, and 

color features extracted from the entire facial region and 

specific facial subregions, the detector demonstrates 

remarkable proficiency in accurately discerning the presence of 

makeup. Experimental investigations conducted on a dataset 

comprising 200 unconstrained facial images showcase the 

system's robust capabilities, achieving makeup detection 

training rates of up to 100%. This achievement translates into 

an impressive overall validation accuracy and average 

classification rates of up to 95.41%. Such high accuracy 

underscores the effectiveness of the system in accurately 

distinguishing between makeup-adorned and natural facial 

appearances, showcasing its potential for real-world 

applications. 

Moreover, the output of the makeup detector is strategically 

utilized to perform adaptive pre-processing within the context 

of face recognition. The experimental findings elucidate the 

efficacy of this pre-processing routine in enhancing the 

accuracy of face recognition tasks, particularly when validating 

makeup images against non-makeup counterparts. This 

adaptive pre-processing approach showcases the system's 

adaptability and its potential to contribute to improved 

performance in face recognition systems. Future research 

endeavors are poised to focus on refining the performance of 

the makeup detector without the need for extensive pretraining. 

Additionally, efforts can be directed towards exploring 

methodologies to mitigate artifacts introduced by makeup or 

facial alterations, addressing challenges such as spoofing or 

obfuscation in attendance biodata or biometric systems. A 

significant area of interest lies in developing techniques to 

quantify the degree of makeup applied to the face, as this poses 

a critical challenge with profound implications for various 

applications. Furthermore, there is potential to extend the 

capabilities of the presented model to serve as an automatic age 

estimation and beauty assessment system, considering the 

influence of makeup on these metrics. Such advancements aim 

to broaden the applicability of automated makeup detection, 

offering valuable insights into its utility across diverse domains 

within the realm of facial recognition and biometrics. 

Ultimately, this research underscores the transformative 

potential of automated makeup detection in advancing the 

efficacy and reliability of facial analysis technologies, paving 

the way for enhanced performance, and expanded applications 

in real-world scenarios. By addressing key challenges and 

exploring new avenues of research, this study contributes to the 

ongoing evolution of automated makeup detection and its 

impact on facial analysis technologies. 
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